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Abstract. We have studied numerically the remanent magnetization in the six- and eight-
dimensional Ising spin glass and we have compared it with the behaviour observed in the SK
model, that we have also computed analytically. We also report the value of the dynamical
critical exponentz in six dimensions measured in three different ways: from the behaviour of
the energy and the susceptibility as a function of the Monte Carlo time and by studying the
overlap—overlap correlation function as a function of space and time. These three results are in
very good agreement with the mean field predictioa 4. Finally we have checked numerically

the analytical prediction, obtained by assuming spontaneously broken replica symmetry, for the
most singular part of the propagator in the spin-glass phase. This last result supports the existence
of spontaneously broken replica symmetry in finite-dimensional spin glasses.

1. Introduction

Two main problems in the current spin-glass theoretical research can be identified. The
first is the nature of the spin-glass phase in finite dimensions. The droplet theory cannot be
used to explain much of the numerical data available for the interpretation in the framework
of mean field (MF) theory (i.e. with spontaneously broken replica symmetry) [1]. In the
last part of this paper we will see that the numerical data point, in particular one of the
propagators of the theory, clearly correspond to a low-temperature phase of the MF type.

We note that in a recent paper [2] it was shown that if the infinite volume is calculated
in a given (weak) topology, the infinite volume overlap probability distributiyig) does
not depend on the couplings (always in this weak-product topology). This result does
not contradict our findings, which indicate the correctness of the MF expressions for the
propagators.

The second problem is the analytical calculation of critical exponents (static and
dynamical) in three dimensions enabling the comparison of theory with experiment. The
first part of this paper is devoted to the study of the value of the upper critical dimension for
the decay exponent of the remanent magnetization. This knowledge is essential for further
calculation of the value of this exponent in finite dimensions (e.g. using #pansion).

This exponent has great physical importance, mainly because it gives information on the
early regimes of the dynamics and because it is often measured experimentally [3].

1 E-mail address: parisi,ranieri@romal.infn.it
1 E-mail address: ricci,ruiz@chimera.romal.infn.it

0305-4470/97/207115+17$19.5@¢) 1997 IOP Publishing Ltd 7115



7116 G Parisi et al

The remanent magnetization is defined as follows: we put the system under a large
magnetic field, turn it off and follow the decay of the magnetization of the system. The
magnetization decays as

M) ~t™* 1)

which defines the. exponent [4]. Following the results of Fisher and Sompolinsky [5]
we should expect that is equal to the MF value only fo#f > 8, i.e. for exponents of
observables which are reminiscent of the ‘magnetic field, the upper critical dimension is
eight, not six.

Here we numerically check this fact that we have computed analytically, obtaining the
value of ther exponent in six, eight and infinite dimensions (the SK model). These results
show that for this observable the upper critical dimension is eight instead of six. Moreover,
we have found numerically for the SK model, that the dependengendth the temperature
is discontinuous at the critical point.

Another related issue addressed in this paper is the numerical evaluation of the dynamical
critical exponent in six dimensions. In the past Wang and Young [6] checked that in six
dimensions the static critical exponent are those of MF, but such a check is still lacking for
the dynamical side of the problem. Hence, another of the aims of this paper is to show that
the upper critical dimension is six for dynamics as well. To do this, we have developed
different techniques that yield accurate determinations of the dynamical exponent.

In further analyses we will use these techniques in five dimensions in order to check
the recent analytical calculations of Parisi and Ranieri [8] who have been able to compute
the one-loop correction to the dynamical critical exponentvhose MF value (the base of
the e-expansion) is 4. They found

€
2(6) _4(1 12) @)
wheree = 6 — d.

In particular we have obtained theexponent [10] using three different off-equilibrium
methods: the decay of the energy, the growth of the nonlinear susceptibility and the scaling
of the overlap—overlap correlation function. These three methods provide us with three
estimates of or ratios ofz to the static critical exponents which are in very good agreement
with the MF predictionsif, = % nwe = 0 andzy: = 4).

Whereas calculations of have been done at the critical temperature of the system
we have performed numerical simulations inside the cold phase to monitor the ‘expected’
dependence on the temperature of the exponenfas obtained in three and four
dimensions [11, 12]) and to check the predictions of De Domiretial [9] (by monitoring
the growth of the susceptibility) that imply that the propagator restricted tg tad ergodic
component behaves like~*, wherep is the momenta of the propagator. Obviously at the
critical point we expect the usual dependence on the momenta, i%e.

We note that the analytical prediction of De Dominietal [9] was done assuming
that the spontaneous breaking of the replica symmetry is that of MF. Hence, our numerical
results are a further test that the spin glasses in finite dimensions follow the picture of MF.

2. Numerical simulation and observables

We have simulated the six- (eight-)dimensional Ising spin glass (SG) whose Hamiltonian
defined in a hypercube of volumie! with periodic boundary conditions is

H==> 57 (3)
(i, ))



Finite-dimensional Ising spin glass 7117

where (i, j) denotes nearest-neighbour pairs, = +1 (with the same probability) are
guenched variables ar] = +1 are spin variables.

The static of this model was studied by Wang and Young [6]. Simulating lattice sizes
up to L = 8 they found that the static critical exponents were compatible with the MF
predictions {y- = % nw = 0) and that there were logarithmic corrections to the MF
exponents, an effect linked to the upper critical dimension. Their estimate for the critical
temperature wag, = 3.035+ 0.01.

We will study the decay of the remanent magnetization defined as

1
Mt t) = 14 3 0i00i(ty) 13> 1, @
i=1

This observable decays as
M(t, t,) ot )

We find that the MF prediction for this exponentis= g.

Another aim of this paper is to measure the dynamical critical expanémtorder to
compare it with the MF resultg,( = 4). To do this we have measured the behaviour of
the energy and susceptibility as a function of the Monte Carlo time

E({t) — Eo xt™? (6)
x (@) oct” @)

and theq — ¢ correlation function.

We will also examine the dependence of the energy on the Monte Carlo time. We
assume that at the critical point (and only at the critical point) it is possible to connect the
approach to equilibrium of the energy and of the equal time correlation functions to the
equilibrium static and dynamical exponents. For example, in the case of the energy we find:

E(t) — Eo o t~aMEV/ T=T. (8)

where z is the dynamical critical exponent, dii) = 4 — 1/v is the dimension of the
energy operator and is the dimension of space. Assumidg= 6 andv = v, = % we
have that the exponent of the energy deca¥ at 7, is § = 4/z.

Analogously for the nonlinear susceptibility

I 1
x(t) = LY q(1)) OES Zo,- ()T (1) )

whereo and t are two real replicas with the same quenched disorder, we can write the
following dependence on Monte Carlo time [7]

x (1) oc 1@ /= T =T, (10)

for t « eq(L), Whererteq(L) is the equilibration time, which should diverge@g(L) o< L*.
Here we have used that disn) = 2 — . By assuming the MF value foy we obtain for
the exponent of susceptibilitytr =2/z at T = T..

From these formulee it is possible to calculate the dynamical exponent via two different
observables. In the six-dimensional case, # z,. = 4 we should see a behaviour like!
for the energy and'/? for the non linear susceptibility.

The final method of calculating the dynamical exponent is to use the overlap—overlap
correlation length at distanceand timer defined by

Gx,0) = é Y (OixTi420iTi) (12)

i
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where agairo andt are two real replicas with the same disorder.

In the simulations we start from a random configurati®n= co) and suddenly quench
the system tdl. or below. Then the system begins to develop internal correlations and
we can define a time-dependent off-equilibrium correlation lengtl, r), as the typical
distance over which the system has already developed correlations different from zero, i.e.
G(x,t) ~0forx > &(T,1).

The growth of this correlation length with the Monte Carlo time defines the dynamical
exponent; trough

E(T, 1) o YD), (12)

We have seen that in three and four dimensions [11,12] the data fit very well the
following functional form

A(T 14
G(t,x) = ;Q) exp{— (g(; t)) } (13)

Thereby, this will be the third way to obtain the dynamical critical exponent. This third
estimate ofz is independent of the values of the static critical exponents.

Moreover, the equilibrium overlap—overlap correlation function constraineg 0 0
was obtained by De Dominicist al [9], and in six dimensions reads

Concelx)| x4 if 7T =T, a
g ~
SRSEMa=0""1 (-2 if T <T,
or in momenta space
Csrsslp)| Pt fT=L (15)
SRSEPNa=0") s if 7 <T..

The fact that the equilibrium correlation functiafi(x) has a power-law decay also for

T < T., implies that spin glasses are always critical in the glassy phase (i.e. igJow
and therefore we can relate the off-equilibrium behaviour of the correlation function to the
equilibrium critical exponents. Since the susceptibility is the integral of the correlation
function

X = /dst(x) (16)

and since in the region where the susceptibility grows (following a power law with time),
the overlap remains very small, we can substitute equations (14) into equation (16) obtaining

” 1172 if T =T. an
[ ~
X 42D if 7 <T..

If we take the limitT — T, in the above equation we obtain thatT'), the exponent of
the growth of the susceptibility, must be discontinuous at the critical point/{{®-) = 1
while h(T") = 3).

Moreover, if we assume thay4(T) is proportional to the temperature (this happens in
three and four dimensions [11, 12]) we must obtain a linear dependence on the temperature
for A(T) in the low-temperature phase.
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3. Remanent magnetization

The first part of this work has been dedicated to the decay of the remanent magnetization.

We prepare the system with all the spins Ws({ = 0) = 1) and then we let it evolve
towards equilibrium where, in the absence of any external field, no magnetization should
remain. In the cold phase we expect the decay of the remanent magnetization to be algebraic
(see equation (1)); in particular we are interested in the exponent of such a decay at the
critical temperature (which hereafter will be called simply to compare it with the same
exponent of the SK model.

In the following subsections we report our calculation of the&xponent in the MF
approximation (see [13] for another calculation of thexponent in the spherical spin-glass
model), together with the numerical verification and the estimates of such an exponent in
the finite-dimensional cased & 6 andd = 8) and also for the SK model.

3.1. Analytical results in the SK model

To study analytically the dynamical properties of the SK model we define the following
soft-spin Hamiltonian:

BH=—BY Jiysisi+3 9 s+ 580 st (18)
ij i i

wheres; (i = 1,...,N), are one-dimensional real variables anig is a symmetric
matrix with independent elements following a Gaussian distribution with zero mean and
variance proportional to/IN. From the random matrix theory [14] we know that, in the
thermodynamic limit (i.eN goes to infinity), the probability distribution for the eigenvalues
of J;; is given by the semicircle law:

1
oW =5 (4= u?)t? lul < 2. (19)
A relaxation dynamics is introduced by means of the following Langevin equation:

I(BH)
0s; (1)

whereg; (+) are Gaussian noises with zero mean and varigfa¢eé; (t')) = 26;;6(t —t’). To

study the dynamical evolution of this model, we diagonalize fhenatrix and we consider

the dynamics of the projectiong () of the spinss;(z) on the eigenvector directiong/

(with eigenvalues,,), such thak; (¢) = >, s"(1)¥!, wheren = 1,..., N is the eigenvector
index. The properties of independence and orthonormality of the eigenvectors [14] allow
us to define the following Langevin equation for the componént

0" (1) = (B = Ds"(0) = o D s 05" 05”0 Y v vl v) v +8"(0) (21)

T afy

0rsi (1) = —

+ &) (20)

where&”(¢) are the components @f(¢) in the eigenvectors basis.
As usual we take into account the nonlinear term perturbatively. The dynamical response
function G (¢, t’) is given by the Dyson equation:

G, 1) = Gyt 1) + 21, 1) (22)

where Ggl(z, t') is the inverse bare-response function and, ') is the self energy. In
analogy with the equilibrium dynamics, we suppose that the leading term for Marged
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larget is given by the Hartree—Fock approximatfon

S, th=C@, 1)s(t —1t) (23)
whereC(t, t) is the dynamical autocorrelation:

C(t, 1) = {si(0)s: (1) (24)

evaluated at = t’. We represent the average over the thermal nois¢(-as)), while

(---) indicates the average over the disorder as usual. With respect to the eigenvalues the
autocorrelation function can be written as follows

C(t, 1) =/dM0(M)<S“(Z)S“(t/)>- (25)
The Langevin equation, (21), becomes
" (1) = (Bun = Ds" (1) = 5.Ct.05" (1) +£"(0). (26)
The self-consistent solution of equation (26) is
() = s"(0)gBra—Drgg/2fod Ct't) 4 / t dr” e Bra=D=1") g=8/2 [ &' CW.t) gn g1y (27)
0

wherer = 0 is the initial time.

We want to analyse the evolution of the systemTat= 7, from a uniform initial
condition: s"(0) = 1, Vn. From (27) we obtain the following self-consistent equation for
C(t,t):

Ct, 1) = Hz(t)/dua(u)ez(ﬁ“_l)’ +2/ dt”(
0

where

H?(1)

Hz(f”)> f du o () Br=De=1"  (2g)

H(t) = e 8/2 &/ Ca.t), (29)
Let us suppose foH (1), at T = T,, a time-dependent asymptotic behaviour{ oo) like

H(t) ~ tPe® (30)

where p can be determined self-consistently from equation (28). This hypothesis implies
for C(¢, t), at larget, the behaviour

C@t,t)~ 2+ AT,) — ? (31)

wherea is an appropriate constant. The critical temperature of the Hamiltonian (18) is
given byT, = T°+ AT, = 2+ AT. (T° = 2 is the critical temperature of (18) when= 0)
and a perturbative calculation givesl, = —2¢ so that 8, = 1+ g [15].

We recall that forT ~ T, the largest contribution to the dynamical relaxation of the
spins comes from the region of the maximum eigenvajue; 2.

At the critical point, the first term on the r.h.s. of equation (28) scales like a power law
t=3/2+20_ To be consistent with the hypothesis (30) and (31) we should pave}.

Now we have to estimate the second term, which is proportional to:

t t2p .
2/; dt"/duo(u)t”—zpe_zﬁ"(z_“)(’_' ), (32)

1 We have verified that the results obtained are consistent with this assumption.
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Figure 1. The integration path.

Let us consider’ = ¢+ — ¢” and we define the exponential as an integral in the complex
plane,

@ 2B’ _ Z

k

@— T = f D922~ T (39

whereC is the path shown in figure 1 (i.e.= so + ir, wherer € R, andsg is an arbitrary
real number in(—1, 0)) I'(s) is the Euler gamma function. We obtain:

d
f : / 0’ (=) — ,)zp [ duawee@- (34)
After the integration over’ andu we can write;

/ 1+SF(s+1)F(1—2,0) wpy T2 T(s+3)
JT Zm I'(s—20+2) “T@+s)

To evaluate the integral (35) we analytically continue the function on the left of the path
C, i.e. in the region where Re< so. Thereby, we have to consider the residues of the
poles in this region. The residue of the polesa: —1 gives the constant contribution

to the autocorrelation functiof’'(z, ) while the time-dependent behaviour, for larges
determined by the value gf. In fact, forp = 211, I'(s+ g) simplifies toI' (s — 2p + 2), and,

for larger, the leading behaviour af' (¢, t) comes from the residue of the polesat —2:

(35)

C(t,t) ~ constant+ ¢! (36)

consistent with the hypothesis (30) and (31).
For p # ;11, on the contrary, we cannot cancel the pole at —g and we should obtain

C(t,t) ~ constant+ ¢~ %?2 (37)

in contrast to the previous hypothesis. Thus the only consistent solutiol figr~ ¢*e™’
H 1

Another method of obtaining th@ exponent is solving equation (28) in Laplace
transform space. In terms of the functi@(y)

C(t, 1)

_ —2gt
gy=¢e** 0

(38)
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equation (28) af" = T, becomes:

t "

28, (2— s 8" B (D) 1t

g(t) — /dMU(/L)e 2/3((2 w)t +2/ dt Cft// l//) dMU(M)e 2/3(7(2 w(t [)_ (39)
0 s

By using the asymptotic form (31) @ (z, ¢), we obtain the following asymptotic equation
for the Laplace transform qf(¢), that we will denoteg(s):

~ 1
g(s) = /dMU(M) [»H‘ZB(Z_IU]

1 AT\ . a [,
+[dMU(M) |:S+2,3c(2—llv):| [(1_2)8(S)+2/S dxg(x)]. (40)

By averaging over the eigenvalue distribution we obtain:

(1 Vs 1 V2
0= 2p a2 T\an T 4

y [(1— AZT) g+ sa-ar [ dxgoc)] . (41)

By remembering thaB. = 1/(2+ AT,), we can expand the previous equationAff,.
We will also assume that in the limit— 0; ffo dx g(x) is negligible with respect t@(s),
and we finally obtain

1
g(s) ~ 7 + O(D). (42)

Thus, fort — oo, g(#) ~ 1/tY/2 and from (38) we obtaip = . This solution implies that
o0 ~ ~
L7 de g(x) € g(s).
At this point, we can determine the decay rate of the correlation between the system at
time ¢ and the system at= 0, i.e. the scaling decay of the remanent magnetization:

M(t) =C(,0) = (s:(t)) = /du o () {s,()) (43)
1y 1 _
:/duo(,u)H(t)e(ﬁ”“ b~ @H/“w 5/4, (44)

Thus, the analytical prediction for the exponentdefined byM () ~ t=*, is, in the
MF limit, 1 = 2.

This result is quite different from the one obtained in the spherical modél &t 7.
wherex = 2 [13].

3.2. Numerical results in infinite (SK model) dimensions

For a numerical confirmation of this result we have simulated three SK models at criticality
(T. = 1) of sizesN = 480, 992, 2016 with number of samples of 10000, 5000 and 1000
respectively, obtaining three estimates of tieexponent all compatible with the theoretical
prediction. Since the data for the remanent magnetization contain non-evident finite-size
effects, in figure 2 we have plotted the data averaged over all the simulated samples. The
observable that we have measuredist, r,, = 3) defined in equation (4), which follows
the same decay ¥/ (¢) but has some advantages as will be explained below. The line in
figure 2 is the best power fit which giveg, = 1.224+ 0.02.

We have repeated this numerical calculation for a temperature below the critical one
(T =0.8T,) and sizesV = 480, 992, 2016, 4064. In this case we expect that the remanent
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M(t,3)

0.01

16 32 64 128
t

Figure 2. Remnant magnetization in the SK model7at= 7,. The line is the best power fit
which gives an exponentyrs = 1.22+ 0.02.
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Figure 3. Remnant magnetization in the SK modelfat= 0.8 T, plotted versus =), to make
more evident the finite-size effeot:(r = co) # 0). The line is the linear fit.

magnetization tends to a non-zero asymptotic value due to the finite size of the system. So
we have fitted the data fa¥ (¢, ¢,, = 3) with the following formula

m(t, N) = moo(N) + At =D (45)

where we leth depend on the temperature. Via a preliminary three-parameter fit we have
estimatedr = 0.78510) and found no systematic dependence on the lattice size. Then
fixing the value ofa to this previously found value, we extrapolated the valuengf(N)

by using a simple linear fit, such as the one plotted in figure 3.

Using the values o, (N) found by the previous analysis we were able to fit them to
a power law of the system sizet.(N) o« N~%2%1D The data with the best fit are reported
in a double-log scale in figure 4 (see [16] for a detailed study).

Assuming a linear dependence of the expongfit) with the temperature, which has
been observed in [16, 17] for the SK model and in [18] for a spin-glass system on quenched
¢° graphs (which should behave like a mean-field SK model), and from the fact that
AT = 0.8) ~ 0.8, we obtain that the. critical exponent as a function of the temperature
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0.03
i
0.02 b T
3 b
8 <
£ g
g
0.01 L— : : :
480 992 2016 4064
N

Figure 4. mo(N) versusN in the SK model af” = 0.8 7,.. The line is the best power fit.
is discontinuous at the critical point (i.2(7,") ~ 1 while A\(T") = g).

3.3. Numerical estimate id = 6 andd = 8

The measurement of the decay rate of the remanent magnetization is not easy because
although we know that (r = 0) = 1 we try to fit theM (z) data with a power law which
diverges atr = 0. This effect is evident in a log—log scale where a power fit behaves
like a straight line, while theM (¢) data tends to the value 1 whenzlr> —oo; in such a
situation we have to discard the first data points to be sure we are measuring the asymptotic
behaviour. Unfortunately the useless data have the smaller relative error, while the data
fitted are affected by a greater statistical indetermination which makes the estimate of
more difficult.

One possible way to overcome this source of error is to measure some other observable
that has the same behaviourMf(z), but with a stronger and less fluctuating signal. Starting
with all the spins up, the magnetization at timis just the overlap between the configuration
at timer and the initial one. If we measure the overlap between the configuration at time
t and one at a fixed small time,(= 3 in our case), we expect thM (z, r,,) behaves like
M (1), with similar statistical fluctuations, but with a signal 10 times greater.

The results of the simulations of the SG model in six dimensions can be found in
figure 5 where we have plotte® (¢, t,, = 3) versus the simulation time the line is the
best power fit which gives an exponent= 0.995+ 0.005. This value is compatible with
1, but not with the MF value.,, = 3.

As explained in the introduction we believe that the upper critical dimension becomes
d, = 8 for such quantities linked to a magnetic field. In this case we start the simulation
with the system totally magnetized, as if it was feeling an infinitely strong magnetic field,
so the remanent magnetization may be one such quantity.

For this reason we have done some simulations of the Ising spin-glass matlel &
(again with the couplingd = +1) to see if we recover the MF behaviour of the remanent
magnetization.

The critical temperature id = 8 that we have used was extrapolated from the critical
temperatures i@=3 [19], 4 [20] and 6 [6]. In the limit o/ — oo the critical temperature
diverges likeT.(d) ~ +/2d. Moreover, in the Bethe—Peierls approximation, there is an
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1

0.1

M(t3)

O-Ol 1 1 1 1
16 32 64 128
t

Figure 5. Remnant magnetization ish = 6 at7 = 7, together with the best power fit, which
gives an exponert = 0.995+ 0.005.

exact formula for the critical temperature [21, 22]
(2d — 1) tantf(B.) = 1. (46)

We have used this formula, which turns out to be valid in dhe> oo limit, as a starting
point adding it some terms which may mimic the finite dimensions corrections. In particular
we have substitute the r.h.s. of equation (46) with a fourth-order polynomialdn(the
term of zeroth order being always 1) and we tried to fit the known critical temperatures by
fixing two terms of the polynomial to zero and leaving free the coefficients of the other two
terms. Among the six possible choices we have selected the one with the smallest value of
%2, which is
(2d — 1 tantf(B,) = 1+ % + % (47)

with B = 0.95+ 0.14 andD = 117+ 4. With this fit we estimate the critical temperature
for the eight-dimensional model & (d = 8) = 0.2704+ 0.001. The error reported is an
underestimate of the real one because there are systematic deviations due to the arbitrary
choice of the fitting function.

We have also repeated the analysis looking at the quafitfty2d — 1), which takes
values in the range [@]. Knowing that in thed — oo limit

T.?
=1
2d -1
we have tried to fit the critical temperatures by adding to the r.h.s. of equation (48) a
polynomial in I/d, obtaining as the best interpolation, reported in figure 6,
T,?
2d -1
From the plotted fit we obtain an estimate &fid = 8) = 0.270+ 0.001. This error
is too small because systematic deviations due to the arbitrary choice of the fitting function
are not taken into account.
Moreover the estimates ¢f.(d = 8) obtained with different interpolations are all in

the range [®60, 0.270] and we consider that the true critical temperature is within very
good probability in this range; in fact, as one can see in figure 6, the valggdt= 8) is

(48)

—1- 5.16(26)d—12 - 5(1)6713. (49)
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Figure 6. Critical temperatures of the SG model against the dimensionality. The line is a
polynomial fit as described in the text.
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" ¥
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Figure 7. Remnant magnetization th= 8 at two temperatures very near to the critical one. The
lines are the power fits which give exponents compatibles with the MF predictigns: 5/4.

strongly dependent on the value gf(d = 6), which is known with high accuracy, and on
the wayg.(d) tends to zero as the dimensionality is increased.

For example, if we assume that the successive improvements of the Bethe—Peierls
approximation tend to increase the value @fd) for eachd, then formula (46) will
give a lower bound for the inverse critical temperaturedia= 8 this lower bound reads
B.(d = 8) > 0.264.

From figure 6 we can also get further important information: the point where the fitting
function crosses thé!-axis may give us an estimate of the lower critical dimension, which
is d; ~ 2.65.

In figure 7 we have plotted the data, with the best power fits, of the remanent
magnetization ind = 8 at temperaturgg = 0.260 and 0.270. From the fits we get the
exponentsi( = 0.260 = 1.256+ 0.08 andi(8 = 0.270) = 1.2354 0.013, which are
both compatible with the MF result.(- = 5/4).
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Figure 8. Energy decay in a system of volume®14 the critical temperature. The curve plotted
is the best power fit, which gives a value for the exporeat —0.98 + 0.01 compatible with
the MF onedyr = —1.

4. Results ind =6

The major part of the simulation work has been done at the critical temperature, chosen as
the weighted mean between the one found by Wang and Yound /& 3.035+0.01) and

the one calculated by series expansion [28]#£ 3.027+ 0.005): 8. = 0.3302+ 0.0005.

In particular we have tested that the exponents measured do not vary significantly if the
temperature is changed by an amount of the order of the uncertairiy. dro this purpose

we have simulated the same system (of volurfiead the inverse temperaturgs = 0.330

and B, = 0.331, checking that the dynamics were compatible.

Having verified that, for the range of time and sizes we have used, the exponents we
are interested in do not depend on the precise choic&,ofle have decided to run all the
subsequent simulations gt = 0.330. At the critical point we have simulated more than
200 samples of size®813 samples of size £0and also 106 samples of an asymmetric
lattice 12x 8°. The final number of samples may appear too small to average over the
disorder; in fact we have used data mainly from tfesgstems to calculate the moments
of the distribution of the overlaps. The data from the bigger systems have been used to
measure almost-self-averaging quantities such as energy whose fluctuations are very small
considering that we are working with a system with a million spins.

The results are shown in figure 8 for the energy decay and in figure 9 for the nonlinear
susceptibility growth.

We have tried to fit the energy decay both to a power |&&) = E. + Ar~?%) and
to a logarithmic law £(t) = E. + A[ln(z/7)]~?). We are interested in the asymptotic
behaviour of the decay; then we fit the data in the rang€/tmin, co) for various choices
of tmin @and we expect that the parameters of the fit converge quickly when we ingsgase
The impossibility of fitting all the data with a single law (for< 6) is due to the existence
of an initial short time regime of a few steps during which the dynamic does not yet follow
the asymptotic behaviour. We find that the logarithmic law does not describe well the data
because, even if it has more adjustable parameters, the best values of the parameters depend
strongly onzmin, they are very correlated and they tend towards unphysical values. On the
other hand we find that fitting with the power law the values of the paraméigrsA
andé$ converge to a stable value, withi, of order of few Monte Carlo steps (MCS). In
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Figure 9. Susceptibility growth in systems of siz€ &t T = 7... The line is the best power fit
which gives an exponerit = 0.49+ 0.01 in agreement with the MF valug,: = %

figure 8 we plot the power fit obtained withi, = 6 (this is the lowest value for which the

fit satisfies theg? test); the best parameters arg;, = —1.8880+0.0001,A = 0.374+0.01
ands = —0.984+ 0.01. We note that the decay exponent is compatible with the mean field
value ¢ = —1).

The line plotted in figure 9 is the best power fit to the susceptibility data. We have
to be careful when we try to interpolate these data with a power law because we know
that the susceptibility growth follows a power law only in a limited time range; in fact
at the beginning of the simulation the dynamics need some time to reach the asymptotic
regimg and then because of the finite size of the system they have to converge to some
finite value, i.e. the data of figure 9 have to converge to a plateau. These two effects may
induce systematic deviations in the estimate ofihexponent: x () o« t". In our case the
first transient is almost absent thanks to the sufficiently high temperature and the problems
arising from the finite-size effects have been solved by fittingyttre¢ data only in a limited
time range far away from the plateau (estimated in a previous longer run). The line reported
in figure 9 is the best power-law fit to the(r) data (209 samples of arf 8ystem), which
gives an estimate of the dynamical exponknrt 0.494 0.01 which is compatible with the
MF value (e = 3).

We also show in figure 10 the results (obtained on the B2 lattice) for theh exponent
in the low-temperature phas& (7. = 0.5, 0.625, 0.75, 0.875). We also plot in this figure
the value obtained & (7 = 0.49). It is clear that:(T) is a discontinuous function at the
critical point and that the limit from below, assuming a linear behaviow(7 {) ~ 0.9)
is almost twice the value of(7.f) = 0.5, in very good agreement with the correlation
functions (propagators), which are restricted to ghe 0 ergodic component, found by De
Dominiciset al [9]. The quite small discrepancy can be due to the crossover between the
two regimes in a finite lattice or due to logarithmic corrections.

Moreover we can see that the dependence of this exponent is well described by a linear
law of the temperature, according taz éI') proportional to ¥ 7.

Finally, we studied the spatial correlations by the following technique (already used with
success for the data analysis in three and four dimensions [11, 12]). We expect a functional

1 This initial time increases when the temperature is lowered.
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Figure 10. Behaviour of the exponerit(7’). Note that the linear fit which describes well the
data in the cold region, whefi — T, tends to a value almost twice the one measured just
at T = T.. This confirms that the propagators (which are restricted togthe O ergodic
component) at and belo®, are proportional tgp~2 and top—* respectively.

dependence for this correlation function of the form

Y
G(t,x) = % exp{— (.é(?t)) } (50)

where, as usuak(7, t) oc 1Y) is the dynamical correlation length. For each value of the
distance we fit the data of the— ¢ correlation function to the formula

G(x,1) = Goo(x) exp[A(x)t 5] v fixed x (51)

and we verify that the value of th8 parameter is almost independent franand then we

fix it during the following study. The dynamical exponent can be expressed as the ratio
z = y/B, wherey may be estimated by the power-law fi{x) o x¥. This method yields

our third estimate = 4.2+ 0.2 which is again compatible with the MF value. In figure 11
we have plotted &7 (x = 2, ) versust, together with the best fit (equation (51)).

In the infinite time limit the functionG(x, t) converges toG..(x) which must give
information on they — ¢ correlation function at zero overlap, calculated for the SK model
by De Dominiciset al [9]. They found thatG,_o(x) oc x~* at the critical temperature.

By our simulation we find the5 , (x) plotted in figure 12 together with the best power
fit in the rangex € [2, 5]. We note that the point in = 1 if far away from the fit because
for In(x) — —oo the data must converge to 1 (by definitiétix = 0) = 1) while the power
fit diverges. Anyway we are interested in the asymptotic behaviour which seems to be well
described by a power lawG . (x) o« x~* with an exponentr = 4.2 + 0.1, in agreement
with the MF result previously cited.

5. Conclusions

We have calculated analytically in the MF approximation the exponent of the remanent
magnetization and we obtain numerical results that confirm that for this observable the
upper critical dimension is eight and not six.

For the first time we have numerically calculated the dynamical critical exponents in
six dimensions in three different ways, all compatible within the statistical error.
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Figure 12. G (x) at the critical point. The line is the best power fit to the data witk 1,
which gives an exponent = 4.2 + 0.1.

Thanks to the previous results we can also check the static critical exponents (for
instance getting the value obtained from the scaling of tlie— g correlation function),
and we obtain values that agree very well with the static critical exponents and the critical
temperature found in the literature [6].

Moreover, by monitoring the growth of the nonlinear susceptibility in the spin-glass
phase, we have shown numerical evidence favouring=4 propagator, constrained to
the ¢ = 0 ergodic component, according with the analytical results obtained assuming
spontaneously broken replica symmetry. This numerical result is a further check that it is
possible to have spontaneously broken replica symmetry in finite dimensions.

We plan in the future to extend this work to the five-dimensional Ising spin glass.
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